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Posets

Denote by < 3 > the space of three points {x , y , z} with the
Alexandrov topology:
τ = {{}, {x}, {x , y}, {x , y , z}}.

What are continuous functions from < 3 > to < 3 >?
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Posets

The identity map is continuous on
({x , y , z}, {{}, {x}, {x , y}, {x , y , z}}), but

x → y , y → z , z → x

is not continuous, as the inverse image of {x} is not open.



Posets

We define the order
x < y < z .

Then continuous functions on
({x , y , z}, {{}, {x}, {x , y}, {x , y , z}}) are order preserving
functions: a ≤ b then f (a) ≤ f (b).



Posets

We work with finite partially ordered sets (posets). Denote by
< n >= 1 < 2 < · · · < n.
The order to run programs can be described with posets.



Hasse diagram

A Hasse diagram of a poset P , is a graph whose points are the
points of the poset, with a vertical line between an element and it’s
successors.

{w < x < y , x < z} =



Lexicographic sum

Given P = {x1, · · · , xn,≤P} and n finite posets P1, · · · ,Pn, we
define the lexicographic sum P(P1, · · · ,Pn)
[Tro02, Sch16, BHK18] as the set ⊔Pi with the order

a ≤P(P1,··· ,Pn) b if

{
a ≤Pi

b for some i ,

a ∈ Pr , b ∈ Pt , and xr ≤P xt .

{x < y}({a, b}, {c < d}) =

{c < d}

{x < y}

{a, b}

Figure: ( , ) =
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Operads

We represent addition using trees

a b

a+b

Figure: Representation of addition.



Operads

In this notation the notion of associativity is equivalent to request
that the following two trees coincide for all possible inputs:

+

+

,

+

+

Figure: If we label the leaves with 2, 3, 7 then we want
(2 + 3) + 7 = 12 = 2 + (3 + 7).

This way we reduce the “abstract study of operations” to study of
diagrams of trees.



Operads

An important ingredient for this idea to work is that composition
comes from grafting of trees.

dc

◦1

a1

=

a
c d

Figure: Grafting: We take the root of a tree and we identify it as the
leave of another tree to form a bigger tree.



Operads

An operad consist of sets {O(n)}n∈N (in the example, binary trees
with n leaves/posets with n points), together with associative
composition rules compatible with certain actions of Sn.

Boardman, Vogt [BV73], and May [May72], introduced the concept
of operads in algebraic topology.
Kontsevich [Kon99] and Tamarkin [Tam03] popularized it in
mathematical physics.
Giraudo [Gir16], Fauvet, Foissy, and Manchon [FFM18], studied the
relationship between posets and operads.



Operads

For every set X we have the operad EndX with
EndX (n) = {f : X n → X}



Finite poset operad

The operad FP has FP(n) as the set of trees with n leaves, where
a vertex with k children is labeled with posets with k points.

{x , y}
{a < b}

Figure: A ternary operation in FP(3).



Algebra over an operad

A set Z is an algebra over an operad O if there are operadic maps

O 7→ EndZ

(where EndZ (n) = {f : Zn → Z}).



Application to AI

Consider the operad of finite posets.
▶ We constructed a family of neural networks S (IVNN with

ReLUt) indexed by posets,
▶ and map FP → EndS ,

▶ then, we proved that for posets with four points, the
corresponding neural networks can be used as a pooling filter
on any convolutional neural network (not only IVNN).
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Images

In computer graphics, an image is represented by a matrix of
dimensions width× height× 3.

Figure: Images are matrices of colors. Image by By ed g2s

The last 3 coordinates are integers from 0 to 255, they stand for
the amount of red, green, and blue.



A classifier algorithm

Figure: A classifier takes images and returns vectors of probabilities.

Images in this section are from “Neural Networks and Deep
Learning” by Michael Nielsen and Adit Deshpande’s blog.



Inside the black box

Figure: Architecture of a convolutional neural network.

https://adamharley.com/nn_vis/cnn/2d.html made by Adam
Harley.

https://adamharley.com/nn_vis/cnn/2d.html


Convolutional filters



Convolutional filters



Convolutional filters



Pooling layers



New pooling filters

Let P be a poset with 4 points. The order polytope [Sta86]:

Poly : Poset → Polytopes

Poly(P) ⊂ [0, 1]4 is the subspace of points satifying the inequalities
of the poset. (Every point of P is assigned to a basis element).

For
example,

Poly({w , x , y , z |x < y}) = {(w , x , y , z) ∈ [0, 1]4 such that
0 ≤ x ≤ y ≤ 1,
0 ≤ w ≤ 1,
0 ≤ z ≤ 1}
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New pooling filters

Then for every P poset with four points, P → Poly(P) → Filter . If

A =
a0,0 a0,1
a1,0 a1,1

, f (A) = (a0,0, a0,1, a1,0, a1,1), then the filter is

max
{vj}

{f (A) · vj},

where max is indexed by the vertices of Poly(P).



Explicitly.

The order polytope of = [0, 1]4.

The order polytope of = ∆[4].

The order polytope of is union of 5 copies of ∆[4], glued along
their boundaries using 5 ∆[3], with four ∆[3] sharing a ∆[2] face.



Explicitly.

The formula for filters max{vj∈Poly(P)}{f (A) · vj},

Repository:
https://github.com/mendozacortesgroup/Poset-filters

https://github.com/mendozacortesgroup/Poset-filters


Performance



What if we use random vectors?



What does order have to do with machine learning?

The filter of the simplex, adds variables one at a time:
0, a00, a00 + a01, a00 + a01 + a11, a00 + a01 + a10 + a11.
We restrict our attention to n-simplices whose vertices have 0,1
coordinates in Rn.

Lemma ([DCGSK+24])
Let C be a convex n-dimensional subset of the unit n-cube. If C is
the union of n-simplices, all sharing the line from the zero vector to
the one vector, then the convex set C is an order polytope.
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NN

Tropical algebra: (R ∪ −∞,⊕,⊗), ⊕ = max,⊗ = +.
To every poset P , we associate a tropical polynomial ⊕xv where v
are corners of Poly(P).

Example
The tropical polynomial of the linear order with n points
1 < 2 < · · · < n is of the form:

0 ⊕ xn ⊗
(
0 ⊕ xn−1 ⊗

(
· · · ⊗ (0 ⊕ x1)

))
. (1)



NN
Let I1,n−1 be the (n − 1)-dimensional identity matrix with the first
row repeated. Given a vector of dimension n, consider
ReLU0,−∞,...,−∞, the ReLU activation function with a parameter
vector containing n − 1 coordinates with value −∞, and the first
coordinate with value 0.

Lemma
The neural network associated to the tropical polynomial of a chain
is an iteration of transformations of the form:

Xi 7→ Yi = ReLU0,−∞,...,−∞(Xi )

and
Yi 7→ Xi−1 = Xi I1,i−1,

where each Xi is a (1 × i) vector and where Xn is the input.

Proof.
It follows from direct computation using [ZNL18] and
Equation (1).



NN

Table: Transpose of Posets, their tropical polynomials, their polytopes,
and their IVNN.

Poset {x < y} {x < y < z}
Tropical 0 ⊕ y ⊕ xy (0 ⊕ z ⊕ yz ⊕ xyz)
Polynomial
Polytope {0 ≤ x ≤ y ≤ 1} {0 ≤ x ≤ y ≤ z ≤ 1}

The IVNN of {x < y} is

ReLU(
[
ReLU(x , 0) ReLU(y ,−∞)

][1
1

]
, 0)
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